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ABSTRACT
We are interested in increasing the ability of groups to col-
laborate efficiently by leveraging new advances in AI and
Conversational Agent (CA) technology. Given the longstand-
ing debate on the necessity of embodiment for CAs, bringing
them to groups requires answering the questions of whether
and how providing a CA with a face affects its interaction
with the humans in a group. We explored these questions
by comparing group decision-making sessions facilitated by
an embodied agent, versus a voice-only agent. Results of an
experiment with 20 user groups revealed that while the embod-
iment improved various aspects of group’s social perception
of the agent (e.g., rapport, trust, intelligence and power), its
impact on the group-decision process and outcome was nu-
anced. Drawing on both quantitative and qualitative findings,
we discuss the pros and cons of embodiment, argue that the
value of having a face depends on the types of assistance the
agent provides, and lay out directions for future research.
ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous; See http://acm.org/about/class/1998/ for the
full list of ACM classifiers. This section is required.

Author Keywords
Group Decision Making; Conversational Agents; Meeting
Facilitation; Agent’s Embodiment

INTRODUCTION
Computer technologies have changed collaborative work in
profound ways. Recent advances in Artificial Intelligence (AI)
and Conversational Agents (CAs) spark new excitement for
bringing technologies endowed with human roles and human-
like behaviors into collaborative processes. By enabling inter-
actions in a more natural form–conversations–CAs can poten-
tially dissolve human-human and human-machine interaction
boundaries by sensing, listening to and taking active roles in
group activities. One of the roles a CA may take is to act as
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a group facilitator. Even if CAs cannot behave realistically
like a human facilitator, many key functions of group facilita-
tion (e.g., multi-party conversation monitoring [34], agenda
setting [36], and preference elicitation [14]) are the targets
of current research and technology development. We think
the time is ripe to consider the key design issues for group
facilitation agents. In this paper, we revisit a fundamental
question that the HCI and CA communities have asked before:
“Does a conversational agent need a face?”

Many pioneers in the research communities are advocates of
embodiment. Some of the pro-arguments were documented
in the 2000 book Embodied Conversational Agents edited by
Justine Cassell et al. [9], where she argued that having mul-
tiple modalities including gaze, face and gesture is the only
way to attain human-like intelligence. Otherwise users would
have trouble locating both task-related capabilities and social
intelligence, because we are wired to exhibit social behavior
such as turn-taking and affect. However, the CAs entering
the mainstream market in recent years–the most popular be-
ing Apple’s Siri, Amazon’s Alexa, Microsoft’s Cortana, and
IBM’s Watson–do not have embodiment beyond simple icons
or inanimate objects.

Many argue that, even putting costs aside, embodiment may
not be necessary for CAs [57, 25, 26]. Empirical evidence
about the necessity of the embodiment is mixed. Some lit-
erature [23, 4, 54] suggests that embodiment could improve
subjective impression of the agents such as trustworthiness,
and thus interaction engagement, but not necessarily objective
performance of the tasks that the agent assists in [18, 62].
There seems to be a pattern that for tasks that require contin-
uous engagement (e.g., tutoring), embodiment of the agent
improves task performance [1, 40]; whereas for more “spo-
radic” interactions where agents only occasionally respond
or prompt, embodiment may not benefit task effectiveness
and it is not necessary to have an agent continuously “being
there” [25, 56]. These arguments may underly the design of
popular text- or voice-only personal assistant type of CAs.

What should we expect for a group facilitation agent? On
the one hand, if the main function of a facilitation agent is to
enforce a structured and balanced process, the system would
continuously sense the context, but only interact sporadically.
In this case, embodiment may not be necessary. On the other
hand, if embodiment leads to more positive social perception
of the agent, the benefit of embodiment may go beyond that
observed in individual interaction settings. First of all, be-

http://acm.org/about/class/1998/
https://doi.org/10.1145/3173574.3173965


cause enforcing structure implies attention and compliance,
a more socially favorable agent may be more effective in im-
proving group processes and outcomes. Secondly, affective
benefit is often emphasized in technologies supporting collab-
orative work because it can improve social and collaborative
process [37], and positive affect brought by CAs has been
observed in casual social settings [50]. Furthermore, we postu-
late that embodiment may create a stronger sense of presence
as in continuously “being there”, especially in a group set-
ting. Perceiving an additional entity “being there” may impact
both group interaction and users interaction with the agent.
Whether such impact is positive or negative for collaborative
tasks invites empirical inquiry.

These questions motivated our study to explore impacts of the
agent’s embodiment on group facilitation tasks. We designed
and developed an embodied conversational agent that facili-
tates a group decision task by enforcing a structured discussion
process. We conducted a between-subject, Wizard-of-Oz style
experiment with 20 user groups, in which half of the groups ex-
perienced the embodied agent, and the other half experienced
a voice-only version of the agent. Through survey responses,
we first examined whether the positive effect of embodiment
on social perceptions of CAs in individual user settings still
holds in a group setting, and then studied how the embodiment
impacted the collaborative task. We complemented our quanti-
tative results with qualitative focus group interview data. Our
work was guided by the following research questions:

• RQ1: How do different designs of the agent’s embodiment
(voice vs. embodied) influence subjective social percep-
tions of the agent (rapport, trustworthiness, intelligence and
power) in a group setting?

• RQ2: How do different designs of the agent’s embodiment
(voice vs. embodied) impact: a) the group decision outcome,
b) participants’ interaction with other group members, and
c) participants’ interaction with the agent in a group setting?

In the remainder of the paper, we will first review related work
that motivated our study. We then present how we designed
the group facilitation agent, the Wizard of Oz experiment,
as well as the experiment methodology. The result section
starts with examining participants’ subjective perceptions from
survey responses to answer RQ1; then we report analyses on
the process and outcomes of group decision making activities
related to RQ2. This work contributes to the field by providing
a comprehensive account of the impact of CA’s embodiment
in a group collaboration setting, and design considerations for
conversational agents that go beyond supporting individual
interactions to supporting group collaborations.

RELATED WORK
Our study is mainly informed by two sets of literature: the
work on designing computer-supported systems to facilitate
group decision-making tasks, and the work on conversational
agent design, in particular, the design of agents’ embodiment
and its impact on user perceptions and behaviors.

Group Decision Support Systems
Teams often sit together to make decisions that reflect common
interest and goals, and researchers have built systems to sup-

port that. The term group decision support systems (GDSSs)
refers to a broad collection of computer technologies that sup-
port problem formulation and solution in group meetings, in-
cluding electronic messages [49], visualization [28], and group
recommender systems. In a 1987 foundational paper, DeSanc-
tics and Gallupe [19] defined a taxonomy of three levels of
GDSSs. Level 1 GDSSs provide technical features aimed at
removing communication barriers, such as large displays for
sharing ideas and anonymous input. Level 2 GDSSs provide
decision modeling techniques aimed at reducing uncertainty in
group decision processes, often with automated planning and
analytical tools. Level 3 GDSSs are characterized by machine-
induced communication patterns with formalized procedural
rules (e.g., parliamentary procedure).

Within the HCI community, the studies of GDSSs can be
traced back to the 1980s. Poole et al. [49] conducted a study
to systematically understand the impact of GDSSs on the
communication process of groups engaging in conflict man-
agement. They compared baseline groups to groups that used
a Level 1 GDSS, with a display of problem definition, crite-
ria for evaluation, alternative solutions and the current group
voting status. The work suggested seven types of benefits that
GDSSs could provide for group decision-making, including
improving expression of affect, emphasizing expressed posi-
tions, de-emphasizing personal relations, equalizing member
participation, making process clearer, influencing course of
the conflict, and stimulating exploration of alternatives.

Much research suggests that having a group facilitator can
improve group decision-making effectiveness, because a fa-
cilitator can enforce a more structured process [53, 58, 38].
Thus, a number of GDSSs were designed to support or even
replace some of a human facilitator’s roles [45, 21, 15]. For
example, in distributed groups, a lack of leadership is often
found to inhibit the groups’ capability to organize and reach
consensus [27]. To tackle this problem, Farnham et al. [20]
customized a chat system to enforce a more optimal structure
of a decision-making process. This system is designed specif-
ically for a hiring decision making scenario to select a best
job candidate, where the user groups were instructed to follow
three steps: 1) discuss the problem; 2) fully explore each alter-
native; and 3) rank the alternatives. The evaluation user study
proved that the participant groups using the system were more
likely to reach consensus, made higher quality decisions and
showed a greater recall of discussions [20].

In this work, we are interested in developing a conversational
agent to support group decision making tasks, by providing
the agent capabilities to enforce a more structured process.
In contrast to [20], we focus on group decision making that
happens at the same time and in the same place. According
to McGrath’s typology [35], such a task covers four modes—
inception, problem solving, conflict resolution, and execution,
and a successful collaboration should fulfill the requirements
of three functions—production, well-being, and member sup-
port. Unlike the passive GDSS in [20], our agent system is
designed to imitate a human facilitator by providing pro-active
and humanized facilitation. Our agent should be considered
a Level 1 GDSS, according to [19]. However, we expect an



interactive agent system to be able to support not only the
decision making process (production), but also positively in-
fluence the interactions of group members (well-being and
member support). To explore these effects, we conducted a
comparative experiment similar to [20] using a group decision
making task of selecting the best job candidate.

Conversational Agents and Embodiment
Conversational agents (CAs) are computer systems designed
to interact with users through natural conversations. Numer-
ous researchers have discussed the design, development, and
evaluation of CAs that are designed for for: 1) Task-oriented
personal assistance services via short-term interactions such
as question-and-answer services; or 2) Goal-oriented interac-
tions to provide training, counseling content, or interventions
to help users achieve goals. We consider a group facilitation
agent to belong to the latter category.

Goal-oriented CAs are used in various domains such as health
care [6] and education [55]. For example, Graesser et al. de-
veloped AutoTutor, an animated pedagogical agent [22] and
demonstrated that the agent significantly improved learning
outcomes by engaging students in an interactive conversa-
tion [55]. Although the research on CAs focused mostly on
individual interactions, some HCI researchers explored CAs
interacting with multiple users in group settings. For example,
Kumar and Rose proposed a new architecture for building ped-
agogical agents to enable them to handle complex interaction
dynamics in a multi-learner collaborative environment [31].
Bohus and Horvitz also proposed a model to represent a CA’s
turn-taking behaviors by gaze, gestures and speech in multi-
party conversations [7].

Although text-based un-embodied CAs have a longer history,
the HCI community has largely focused on studying embod-
ied conversational agents (ECA). One of the most prominent
advocates for embodiment is Justine Cassell. She argued that
in human communications, the body “embodies intelligence”,
both to serve propositional goals—conveying information, and
to serve interaction goals—regulating the communication pro-
cess. For computer agents, the multiple modalities of embodi-
ment (e.g., verbal, gaze, gesture) can not only provide better
means to manifest social intelligence (e.g., trustworthiness
and rapport), but also help users locate the domain specific
intelligence and capabilities [11, 10]. Therefore, ECA can
serve as an interface for more intuitive and engaging interac-
tions [12]. To illustrate, Cassell et al. developed REA, an ECA
with a model to recognize and generate verbal and non-verbal
behaviors, with which REA can manage turn taking, provide
feedback, and repair conversations. Another argument for em-
bodiment is the “persona effect” proposed by Lester et al. [32].
It suggests that “personification” with human-like behaviors
may improve users’ various perceptions (e.g., trustworthiness)
of tutoring agents, further help with users’ engagement, and
ultimately improve users’ learning outcomes.

However, empirical studies provided mixed results about the
impacts of CA’s embodiment. On the positive side, many
studies showed that visual images and embodiment of CAs
significantly improve users’ perception of social presence [44],
motivation [3], entertainment [30] and trust [4]. Embodi-

ment has practical benefits as well. For example Walker et
al. showed that users who interacted with a talking face spent
more time, made fewer mistake and wrote more comments,
compared to those who had text-only displays[59]. Given that
education is a main area of focus for CAs, many studies exam-
ined animated pedagogical agents and found them to improve
students’ learning outcomes [39, 1, 40].

On the negative side, Hasegawa et al. studied a direction-
giving service provided by an ECA and a GPS system, [25]
and found no difference in the user performance. Similarly,
Hauslschmid et al. compared two designs of the control panel
in an autonomous driving car, an avatar versus a regular vi-
sual display, and found no differences in user trust or other
user experiences [26]. In examining how substantial the per-
sona effect is, Mulken et al concluded that there is a differ-
ence between subjective measure (e.g., agent credibility and
perception of the experience) and objective measures (e.g.,
comprehension and recall). While an animated agent showed
positive effect on subjective measures, no effect on the objec-
tive measures was found. This conclusion was echoed in a
2007 meta analysis on 46 studies, revealing that embodiment
has significantly larger effect size on the subjective impression
of the agent than behavioral responses [62].

Reviewing the complex results regarding the effect of agent
embodiment points to a divide between subjective perceptions
and objective behavioral responses, and a divide between dif-
ferent application contexts. In contexts that require a user to
be continuously engaged with the agent such as tutoring, the
benefit of embodiment is more evident. While for sporadic
interactions such as receiving instructions from the agent, the
benefit of embodiment is less clear. The group facilitation
agent seems to be more aligned with the latter. However, in
presenting itself as a human-like facilitator, many factors in
the subjective perceptions may come into play. For exam-
ple, if perceived to be more socially connected, an agent may
better engage users. If perceived to be more trustworthy or
powerful, it may work more effectively to enforce structures.
The group context may also result in subject perceptions and
behavioral responses not observable in individual contexts. In
this work, we set out to explore the impact of various aspects
of an agent’s embodiment in a group context and to understand
the interplay between them. We aim to contribute both to prac-
tical guidelines for designing CAs in collaborative contexts,
and new knowledge on the effects of embodiment.
RESEARCH METHOD
We developed a conversational agent and designed a Wizard-
of-Oz experiment[17] to explore how different embodiments
of the agent (voice-only vs. embodied) impact users’ percep-
tions, collaboration process and outcomes in a group decision
making task. In the following subsections, we first describe
the experiment task and design of the CA. We then present the
facilitation protocol of the agent. Lastly we lay out the details
of the experiment design.
Experiment Task
We chose to simulate a hiring decision task as it is a common
scenario for group decisions in the workplace, and previous
work used similar tasks to study group decision processes
(e.g., [20]). For the task, a group of two participants were



asked to select the best candidate from a set of five resumes
for a user experience design internship position. We created
fictional resumes based on the real resumes of applicants for
that position. Participants had 30 minutes to review, discuss
and select the best candidate. The agent served as the facilita-
tor of the decision making session. The participants interacted
with the agent through natural conversations.
Embodied Conversational Agent Design
We designed an embodied conversational agent (ECA) named
CASSY (Collaborative Agent for Decision Support System)
to facilitate group decision-making sessions. We used a com-
mercial avatar toolkit to develop CASSY, a 3D avatar with
a humanoid face (cut off above the chest, focusing on the
facial area) and synthetic text-to-speech voice. The agent is
designed with the look of a young female professional. She
has an animated face with a range of non-verbal behaviors
such as directional gaze, eyebrow raise and head-nod, with
which she can display a variety of facial expressions such as
happy, and apologetic. CASSY is projected on a Beam Pro
system-A professional telepresence robot1, both to fit a face-
area representation and create a sense of mobility to enhance
her presence (Figure 1).

At the present time, conversational technologies in the simplest
form consist of four main components: 1) Speech recognition
to convert speech input to text; 2) Dialogue understanding com-
ponent that maps the raw text to an intent known to the system
(when a user says “hello”, the system understands it means
“greeting”). 3) Response generation component that generates
a response based on the understood intent (user’s “greeting” is
mapped to the agent response of “hi, how are you?”), and 4)
Text to speech module that speaks out the response. Embodied
conversational agents have an additional module to generate
the non-verbal behaviors (e.g., BEAT [13]).

In this study, we adopted a Wizard-of-Oz approach, where a
human wizard controlled CASSY. The human wizard aimed
to replace the first two components: speech recognition and in-
tent understanding. Simply put, when the human wizard heard
a participant saying “hello” (speech recognition), s/he would
send a command to CASSY selecting the intent “greeting”.
Then CASSY’s automated components took over, generating
the response and speaking it out. Wizard-of-oz is a commonly
used approach to study user interactions with conversational
agents [4, 60, 8]. Not only does it reduce development cost to
make design choices, but also it is often necessary for experi-
mental studies to control for noises from system performance
variations. State-of-the-art speech technologies still fail to
give perfect performance in real-world settings, especially in a
group context where multiple parties may talk simultaneously.
Moreover, voice recognition errors can vary largely between
individuals due to different talking style, accent, the volume,
and these can be further amplified in a group setting.

With the Wizard-of-Oz setup, the design of CASSY focused
on two parts. One was to design the functional knowledge of
a facilitation agent. That is, what intents are available for the
wizard to choose from, both intents from understanding a user

1Manufactured by Suitable Technologies Beam Pro: http://
suitabletech.com

Figure 1. Experiment setting: CASSY projected on a Beam telepresence
robot, and facilitating a group decision making task with two partici-
pants. In front of the participants, there are job description, rating sheet,
and resumes. Two iPads on the table serve as video recording devices.

utterance to the agent (e.g., “greeting”) and intents inferred
from monitoring ongoing group discussion (e.g., “debating on
candidate 1”). The other was to design the agent’s response
once an intent is selected by the wizard, both in terms of the
conversational content and non-verbal behaviors. The Watson
Conversation API was used to build the response generation
part. The text-to-speech and non-verbal behavior modules are
part of the agent toolkit. We used a constrained Wizard-of-Oz
protocol [51] with a small set of available intents (see next
section), so that fully automatic systems can be built based on
the protocol, and more importantly, the agent would exhibit
a realistic level of intelligence to study user responses. If
users asked questions beyond the protocol, the wizard either
answered “sorry I don’t understand,” or ignored the question
(to simulate the behavior of a potential automated system).

Facilitation Functionalities and the Wizard of Oz Protocol
A facilitator’s main goal is to facilitate shared understand-
ing and eventually consensus [29]. Group decision literature
recommends an effective process to involve: 1) clear under-
standing of the problem, 2) full exploration of each alternative,
and 3) comparison of alternatives [63]. We designed the agent
facilitation protocols with these objectives in mind, and also
used elimination techniques (a common strategy in decision
making) to winnow out candidates. In general, CASSY pro-
vides three types of support:

• Decision Making Facilitation: The agent enforces a struc-
ture of the decision process by guiding the group through
pre-defined six steps. Example actions include: tracking
decision states, suggesting actions and opinion exchange,
summarizing decisions.
• Meeting Facilitation: The agent engages in time manage-

ment and participation management to improve meeting
efficiency. Example include: Ice breaking, managing time,
agenda description, turn taking management.
• Social Interaction: The agent exhibits active listening be-

haviors to express interest and social support. Examples
include: greetings, short verbal phrases to reflect under-
standing and support (e.g., “I see”, “I agree”), and facial
expression, (e.g., gaze at the participants while they are
talking, nod with a smile, or confusion).
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Figure 2. The wizard interface. 1-3 shows the three forms of agent’s
services, and A-F shows the six states of each decision making session.

Below we present a procedural view of the protocol, which
covers most of the decision facilitation and meeting facilitation
the wizard provides. We describe how the wizard selects
intents on the Wizard interface (Figure 2). The first author
acted as the wizard in all experiments while sitting in a separate
room, listening and watching the conversations. The wizard
practiced the protocol in multiple pilot studies, which were
reviewed by the whole research team to ensure consistency.

1. Introduction: CASSY initiates the conversation by introduc-
ing herself, inviting the participants to introduce themselves,
and greeting them with their names. (Figure 2-A).

2. Agenda Description and Resume Review: CASSY describes
the agenda, and then asks the group to review the resumes
independently for five minutes and to rate them on a rating-
sheet. She reminds them of the time at 3- and 4-minute
marks. At the 5-min mark, she confirms their readiness to
proceed. On occasions when participants request more time,
she agrees to extend it for an additional minute (Figure 2-B).

3. Criteria Discussion: CASSY suggests that the group dis-
cuss the hiring criteria. After the initial exchange, she
prompts them to consider the job description, if not dis-
cussed. Once the group has discussed the four main criteria
on the resume (e.g., education, and skills) she moves to
the next step; otherwise, she prompts them to consider the
missing criteria. (Figure2-C)

4. Elimination of Unfavored Candidates: CASSY invites the
group to go through the candidates and eliminate the unqual-
ified ones. When participants converge on an elimination,
CASSY confirms that decision. If participants can not de-
cide about a candidate after two minutes, CASSY suggests
that the group discuss the next candidate. After all candi-
dates are discussed, if fewer than two candidates are elim-
inated, CASSY suggests the group to eliminate one more.
Finally, CASSY summarizes the remaining candidates, and
moves on to the next step. (Figure2-D)

5. Decision on the Final Candidate: CASSY asks participants
to select the best candidate. If no consensus is reached, she
suggests the group reflect on their initial voting, or discuss
pros and cons of the remaining candidates. When either
30-minutes is up, or the group reaches a consensus, CASSY
moves to the last step (Figure2-E).

6. Exit the Experiment: CASSY summarizes the session, either
with a final decision or without a consensus, and thanks the
group for participating. (Figure2-F).

Experimental design and procedure
We adopted a between-subjects design to compare group deci-
sion making sessions facilitated by an embodied agent (avatar
condition), versus a voice-only agent (voice condition). Each
experiment session was randomly assigned to one of the two
conditions. In the avatar condition, CASSY was projected
on a Beam telepresence robot and the voice was played out
from a bluetooth speaker on top of the Beam (Figure 1); in the
voice condition (no Beam), CASSY’s voice was played via
the same speaker on the table. Figure 1 shows the setup of the
experiment. Two folders containing the hiring advertisement
and resumes were placed on the table before the participants
came in. Prior to the study session, consent was obtained from
the participants. Post-study questionnaires and a focus group
interview were collected after each session. Two iPads (with
covered screens) were used to record the the participants video
and audio during each session. At the end, the participants
were given a $12 compensation as well as a debriefing docu-
ment disclosing the Wizard-of-Oz design. In total the session
and interview took between 45 and 60 minutes.
Post-experiment Focus Group
To gather more feedback and insights on their experience, we
conducted 20-30 minute semi-structured focus groups with
our participants. We started by asking questions about their
overall impression about the decision process and the agent’s
facilitation. We also inquired about their reactions for different
types of agent actions (e.g., meeting facilitation, social behav-
iors). Lastly, participants were asked about how they would
desire the agent to be improved, and new features they would
like to add to the system. Interviews were audio recorded.

Participants
40 participants were recruited from an IT enterprise by posting
advertisements in the campus and in online forums. The partic-
ipants consisted a mix of full-time employees and interns who
were college or graduate school students (35%). Participants
were randomly matched together to form 2-member groups.
60% of the participants were male, 20% between 18-24 years
old, 57% were between 25-34 year old and the rest were older
that 35. To minimize the effect of gender and expertise on
the group performance, we ensured that the ratio of mixed-
gender/same-gender groups, and the ratio of employee/student
groups were equal in the two conditions (Fisher’s exact test
p = 1). We avoided grouping people from the same depart-
ment, or different expertise levels together. 90% of participants
did not know each other before the sessions.

Survey Measures
Our measurements consist of subjective responses from a
survey, and objective measures reflecting the decision process
and outcome. In this section we present the survey measures.
Details of the objective measures will be introduced together
with the results. Guided by previous work on user perceptions
of agent systems, we asked participants to rate the agent’s
rapport, power, anthropomorphism, intelligence, and trust.
To complement the objective measures on group processes,
we asked participants to report subjective evaluation of their



experience with the decision making process, and towards
their collaborator. We also collected demographic information
such as gender and race at the end of the survey.
User Perceptions of the Agent
To answer RQ1, we assessed users’ perception of rapport with
the agent, which is considered a key dimension for “socially
aware agents” in recent work [47, 64, 23]. Rapport refers to a
feeling of connection and bonding in an engaging interaction
[23, 64]. Based on an instrument to measure human-agent
rapport from previous work [43], we asked participants to
indicate how much they agree or disagree with five items (α =
.84). Sample items include: “The agent seemed engaged in
our discussion”, “I felt I had a connection with the agent”,
and “I felt the agent was NOT paying attention to what I said”.

We used a list of semantical differential scales to measure a
number of other dimensions regarding the social perception
of the agent, including intelligence, anthropomorphism, and
trustworthiness. We adapted validated scales on these dimen-
sion presented by [2] and [46] by selecting 2 items for each
scale. We asked participants to rate the agent on pairs of
antonyms criteria such as ignorant/knowledgeable and unin-
telligent/intelligent for intelligence, human-like/machine-like
and conscious/unconscious for anthropomorphism, and unreli-
able/reliable, untrustworthy/trustworthy for trustworthiness.
Given the task of meeting facilitator as enforcing structure,
we added power as an additional dimension, measured by
weak/powerful, and lacking confident/confident. All the above
agent perception ratings were based on 7-point Likert scales
(1= strongly disagree, 7= strongly agree). We calculated the
average ratings of items for each perception dimension to be
the scales used in the analysis.
Decision Making and Group Interaction
To answer RQ2, we asked participants to rate their preference
for each candidate before and after the session on a 7-point Lik-
ert scale, and studied the rating changes as decision outcome
measures. We also asked participants’ subjective evaluation of
the group decision performance in the survey. As suggested
by [24] we asked them to indicate to what level they agree
with four statements about the decision (e.g., “I found the
decision-making task to be difficult”, and “we reached a de-
cision efficiently”). Inspired by [52] we asked participants to
report their perception of their partner with statements such
as; “I found it pleasant interacting with my partner”, and “I
found my partner and I shared many similarities”.
Statistical Analysis
The main part of our quantitative analysis is to compare
participants’ ratings of agent perceptions between the two
conditions—avatar v.s. voice-only. Participants experienced
the agent in groups of two, so ratings from each pair might
be affected by their common experience (e.g., a group made a
smooth decision versus a difficult one). To account for such
group effects, we utilized Linear Mixed Models (LMM) by
having condition as a fixed factor, and group as a random
factor to control for their associated intraclass correlation (i.e.,
random intercept models [48]. Random slope was not con-
sidered as group is nested within the conditions). We used
unstructured covariance matrix for random effects. Although
debates exist, there is consensus that parametric tests such

as regression are generally robust with Likert scales [42], es-
pecially for the 7-point composite scales we used. We also
tested our data to ensure the residuals meet the assumptions of
linear regressions. Common non-parametric tests for Likert
scales such as Mann-Whitney U test cannot account for the
random effect of group, and our exploratory analysis showed
they yielded the same conclusions as LMMs. In the rest of
the paper, we report results from LMM, whenever the random
group effect needs to be considered. We ran LMMs with the
lme4 package of R, with the default restricted maximum like-
lihood estimation. To report p-values of variable effects, we
used likelihood ratio tests (R procedures as seen in [61]), a
common approach for significance testing of LMMs

RESULTS
In the following sections, we first discuss how the embodi-
ment influenced social perceptions of the agent compared to a
voice-only condition (RQ1), and then examine the differences
in decision outcomes and group interactions between the two
conditions (RQ2). Last but not least, we present our qualita-
tive findings and further discuss the pros and cons of agent’s
embodiment in the group context (RQ1 and RQ2).
Agent perceptions (RQ1)
To answer RQ1, we examined participants’ subjective percep-
tions of CASSY based on their survey responses. Specifically,
we compared the ratings of the scales of rapport, anthropomor-
phism, intelligence, power and trust between the avatar and
voice-only conditions, measured as discussed in the method-
ology. For each scale, we conducted a linear mixed model
regression by including the condition (voice vs. avatar) as a
fixed factor, and group ID as a random factor. We removed
one group that appeared to be an outlier with multiple agent
perception scales. In Table 1, we report on the statistics of the
effects of embodiment with the five agent perception scales
(analysis detailed discussed in the “Statistical Analysis”).

The results showed that the positive effect of embodiment is
statistically significant or marginally significant for all dimen-
sions of social perceptions 2. For RQ1, we can conclude that
embodiment improved participants’ subjective perceptions
of the agent. Adding a face not only made the agent show
more rapport and human-like characteristics, but the embodied
agent was also perceived as more intelligent, trustworthy and
powerful as a group facilitator.

Decision performance (RQ2-a)
Next we examine whether the embodiment and improved sub-
jective perceptions had an impact on decision outcomes. The
goal of the agent was to facilitate a consensus building pro-
cess. Therefore we used consensus and opinion shift as mea-
surements of decision outcomes. Before and after the group
discussions, participants were asked to independently rate the
favorability of each candidate (from 1=not at all to 7=a lot).
We examined two kinds of rating shift: 1) Consensus shift, for
which we used the difference between the intraclass correla-
tion coefficients (ICC) of a pair’s ratings before and after the
discussion. ICC is a statistic reflecting inter-rater agreement
(i.e., consensus) with ordinal ratings, with a value ranging
2following common practice for small-scale lab experiments [16], we
consider p < 0.05 to be significant, or < 0.10 marginally significant



Descriptive statistics LMM statistics for fixed effect (condition) Random effect (group)

Agent Scale MAvatar
(SD)

Mvoice
(SD)

(intercept) β SE CI (95%) logLik Chi
-square

p
-value

Variance
Est.

Std.
Dev

Chi
-square

p
-value

Rapport 5.57 (0.62) 4.64 (1.34) 3.63 0.93 0.39 [0.10,1.70] -55.05 5.44 .02∗ 0.87 0.93 0.72 0.39
Trust 5.22 (0.84) 4.42 (1.07) 4.42 0.80 0.37 [0.01,1.50] -51.10 4.57 .03∗ 0.33 0.58 1.69 0.19
Power 5.05 (0.85) 4.42 (1.09) 4.42 0.63 0.32 [-.06,1.32] -52.40 3.71 .05∗ 0.05 0.22 0 1
Intelligence 4.97 (0.94) 4.20(1.43) 4.20 0.77 0.44 [-.14,1.69] -60.61 3.22 .07† 0.27 0.52 0.29 0.59
Anthropomor. 4.22 (0.94) 3.55 (1.03) 3.55 0.67 0.39 [-.14,1.40] -51.39 3.11 .08† 0.41 0.64 2.55 0.10†

Table 1. Results of LMMs on agent perceptions. Statistical significance is obtained from likelihood ratio test (logLik, chi-square and p-value reported),
where the fixed-effect is tested against a null model with random effect only (using maximum likelihood estimation), and random effect against a null
model with fixed effect only. p < .05 is considered significant∗, < .1 marginally significant†. Random effect is consistently included regardless of its
significance based on the assumption of a group based study.

between -1 (no agreement at all) to 1 (complete agreement).
2) Individual shift, for which we calculated the ICC of each
participant’s pre and post ratings. So a higher individual ICC
indicated less individual opinion shift. We ran a T-test on the
consensus shift, and a linear mixed model (group as the ran-
dom factor) on individual shift to compare decision outcomes
between the avatar group and the voice group.

We also looked at the groups’ top choices. All groups but one
reached agreement on the top candidate. While we did not
intentionally design the study with a best choice, we identi-
fied candidate 2 to be the majority choice (55% groups) and
examined percentage of groups selecting candidate 2 in each
condition, and compared them with a chi-squared test. In
addition, we compared the time taken to reach the decision in
the two conditions (Voice: Mean(SD) = 23.0(3.43), Avatar:
Mean(SD) = 21.7(4.76)), and individuals’ self-reported con-
fidence score shift. All statistics are shown in Table 2.

According to these results, we saw no significant improvement
that embodiment made on reaching consensus, opinion shift,
decision confidence or efficiency (time). Moreover, we saw
no significant difference on self-reported decision satisfaction,
for which we asked participants to rate on decision easiness,
satisfaction, success and efficiency in the survey (averaging
the four items, LMM: β = 0.16,SE = 0.44, p = 0.72). We
conclude that the embodiment did not make significant impact
on decision outcomes.

Group interactions (RQ2-b)
We further explored whether the embodiment had any effect
on interactions between the group members. By looking
into the survey items on perception of partners, we found
two items that show improvement in the avatar group: “I
found my partner and I shared many similarities” (β=0.99,
SE = 0.465, t(36) = 2.14, p = 0.05) and “I made efforts to
respond to my partner’s questions and suggestions” (β=0.62,
SE = 0.37,t(36) = 1.67, p = 0.10). These results led us to
hypothesize that the improved social presence of embodiment
had a positive effect on group interactions. A previous study
also showed that the presence of embodied agents may create
a sense of “being watched” [29]. In a group setting, the addi-

Decision outcome Avatar
Mean (SD)

Voice
Mean (SD) Test P-value

Consensus shift 0.44 (0.38) 0.56 (0.35) TT 0.49
Individual shift 0.64 (0.34) 0.59 (0.40) LMM4 0.76
Majority choice %50 %60 χ2 1
Confidence improve 1.1 (0.79) 1.3 (0.98) LMM5 0.49
Time 21.6 (4.72) 22.8 (3.55) TT 0.53

Table 2. Results of decision outcome measures (TT:T-test, MM:mixed
model linear regression. 4β = 0.04,SE = 0.143 , 5β =−0.2,SE = 0.289

tional presence could possibly have created a sense of social
pressure that increased individuals’ tendency to actively con-
tribute and share opinions. A manifestation of such a tendency
could be more equal contribution between the pair, so both
parties experienced a more amicable and engaging discussion.

To test this hypothesis, we compared the contribution equality
of pairs between the two conditions. After transcribing all
discussions, we counted the number of turns and the number
of words from each participant through a text analytic process.
We calculated contributing percentages of words and turns
from the less talkative participant, divided by the words and
turns from the more talkative partner (i.e., a higher percentage
indicates more equal contributions). As hypothesized, by one-
tailed T-tests, we found equality of turn contribution (t(18) =
1.79, p = 0.04) and words contribution (t(18) = 1.5238, p =
0.07) to be higher in the avatar group than in the voice-only
group. Together with the self-reported positivity on sharing
similarities and making efforts in responding to the partner,
the results suggested that the enhanced social presence of the
embodied agent had a positive effect on the interaction process,
despite a lack of effect on the decision outcomes.
Agent interactions (RQ2-c)
Lastly, we looked into participants’ interactions with the agent.
Our initial examination of the transcripts revealed that partici-
pants were mostly compliant with the agent’s commands, so
the interactions were generally structured and showed no evi-
dent differences between the two conditions. One exception
we observed is that the embodied agent seemed to encour-
age participants to engage in proactive interactions, which the
current version of agent was not explicitly designed for.

To test this trend, we coded proactive interactions in the tran-
scripts, and categorized them as three groups:1) social interac-
tions, such as “what do you do here?” or “thank you”, which
typically happened at the beginning or end of the discussions;
2) asking questions, such as clarification like “what do you
want us to do?” or “which candidate?”; 3) requests, mostly
exemplified by asking to extend the time of resume reviewing.
The Wizard-of-Oz protocol allowed only simple response such
as “ok” or “candidate two”, otherwise the agent would ignore
the proactive interactions. The statistics of proactive interac-
tions in each condition are listed in Table 3. In total, proactive
interactions more than doubled in the groups with embod-
ied agents and one tailed t-test showed marginal significance

Condition Social Question Request Total

Avatar 1.5 (1.71) 3.3 (3.65) 1.1 (1.29) 5.9 (5.61)
Voice 0.5 (0.85) 2.1 (1.60) 0.3 (0.48) 2.9 (1.91)

Table 3. Average occurrences of proactive interactions with the agent;
standard deviations are in the parentheses



(t(18) = 1.6015, p = 0.06). We conclude that the embodiment
invited more proactive interactions from the participants.

Qualitative Findings
The results above provide evidence that the embodiment im-
proved users’ subjective perceptions of the agent, and im-
pacted group interactions and user interactions with the agent.
In this section, we present qualitative findings that shed further
light on the impact of embodiment. Moreover, by inquiring
about the general user expectations for a group facilitation
agent, we reflect on the implications of embodiment for the ap-
plication domain. All focus-group interviews were transcribed
and coded using thematic analysis techniques. The results of
our qualitative analysis converged to three main themes related
to the benefits users see in the embodiment of the agent, and
three themes of contributions they expect a facilitation agent
to bring to group decision processes.

What to expect from embodiment?
Embodiment for enhancing presence: Participants com-
mented that embodiment enhanced the agent’s presence, mak-
ing it more of an active part of the group discussion instead of
lurking in the background, as illustrated in this quote:

[P7]: “...it’s more like a group discussion I feel like. [P8]:
I agree. In a group discussion you hope that it does actu-
ally have a face indicating that now she is participating
in this conversation rather than just an object on the ta-
ble... [P7]: otherwise I feel like she just not existing here.
We can just like talk, and (she is) in the background.”

This observation echoed a previous study showing that the
mere presence of an embodied agent can create a sense of
“being watched” [29]. We suggest this could be an explanation
for the observation of more equalized contributions in groups
with avatar, although the validation awaits future research.
This stronger sense of presence may be especially important
for group facilitation tasks where, unlike individual interaction
with CAs, users’ locus of attention is the human partner. The
enhanced presence can improve engagement, while a lack of
presence may weaken the influence of the agent.

However, not all participants favored a stronger presence of the
agent and some preferred staying focused on the discussions
and having the agent in the background. For example P35
preferred the agent not to have any visual presence, because
he wanted to “interact with it as a machine, not a human”.
He added: “it should be more an assistant rather than a part
of the decision...Decisions should be made by us”. P16 expe-
rienced a voice-only agent and commented: “it is the right
balance...it’s better to stay in the background and only come
out at a certain point,not interrupting too much”. Such argu-
ments can testify for the social impact of agent’s embodiment,
and suggest that preference for enhanced presence may depend
on the task.
Embodiment for locating social-interactional intelligence:
One convincing argument for embodiment is that interac-
tional functions regulating communication processes (e.g.,
turn-taking, interrupting) are best served in multiple modali-
ties, so agents can leverage users’ familiarity with non-verbal
behaviors to improve the interactions [5]. This argument was
frequently echoed in the interviews, for example P29 said:

“she was trying to make eye contact, moving eyebrows. Look-
ing into your eyes... To me it was good. Like more engaging.”
Several groups also discussed how the agent’s visual presence
can be a useful modality to indicate her intention to talk. For
example, P1 and P2 agreed that “(a face) would help with
knowing when it was about to talk”.

This may be beneficial for facilitation tasks, because by na-
ture facilitation involves frequent floor-taking and interrupting.
However, interestingly, some participants in the embodied
condition commented that the additional modality became a
source of confusion with the system latency. When they were
unsure whether the agent was going to continue or they should
take the floor, their attention was fixed on the face but were un-
able to locate indicative cues. Interestingly, there is evidence
in the survey response that participants found the agent less
interruptive when she had a face (M= 3 , SD= 1.68) versus
the voice-only agent (M= 3.95, SD= 1.82; p = 0.09), but they
might be more annoyed by the latency in the embodied condi-
tion (M = 5.75, SD = 1.61) compared to the voice condition
(M = 4.95, SD = 1.93, p = 0.16, not statistically significant
but indicating a trend).

In the survey responses, we found that participants perceived
a stronger sense of social connection (rapport) with the em-
bodied agent. Qualitative results suggest that one reason could
be that participants were able to locate attention and emotions
from the additional modalities of gaze and facial expression.
P29 said: “The good thing is that this is one of the few agents
that I’ve seen having emotions. So that’s really a plus!”
Embodiment for exhibiting task capabilities: Survey re-
sponses showed that participants perceived the embodied agent
to be more intelligent and trustworthy, suggesting that embodi-
ment might also improve perceived capabilities. Although the
agent currently provides little informational support, we found
evidence that participants perceived better understanding and
more knowledge of the embodied agent. For example group
2 said they “prefer a realistic face” because they feel “she
understands us because she looks like a human”, and "it raises
my confidence on her.”
This improvement in perceived intelligence together with the
enhanced presence may explain why embodiment invited
proactive interactions. For example P37 (voice condition)
mentioned that he might take a agent’s human-like embodi-
ment as a signal that she is capable of answering questions.
He said:“I don’t think (voice-only) works very well. I think a
depiction of a real human ... would be much better. Because
it’s capable of [answering] the questions.”
What to expect from a group facilitation agent?
Structure management: As participants were asked to re-
flect on the values of a group facilitation agent, many con-
firmed needs for CASSY’s targeted function—managing struc-
ture. Participants described their experiences in group meet-
ings where attendees “don’t follow agenda” (P7) and “are
hijacked” (P38) by a few dominant people. They also ap-
preciated CASSY’s functions for keeping time, keeping the
discussions on track, and encouraging everyone to express
his/her ideas by providing step-by-step instructions. For ex-
ample, group 4 (avatar) compared the meeting facilitated by
CASSY to their prior group meeting experiences:



“The decision-making is much faster than what I really
have in the real life, most of the times we cannot reach
an agreement and then we go past...people diverse and
digress...but the agent is clever and just coming, cut the
conversation and force you to move to the next phase.”

Several groups also brought up how the agent could be help-
ful in balancing the discussion without creating tensions or
impairing group dynamics. For example P38 said:

“If my manager is going on and on from the topic and
hold up the meeting, I don’t want to be the guy to stand
up and say ’Can we get back to what we’re supposed to
be talking about?’ But if the agent’s job is to get through
the agenda and if the manager will listen, then it could
be a good way to keep meetings more on track without
people having to stick their neck out with their manager.”

These quotes demonstrated that group meetings can benefit
from CASSY’s structure management. Whether embodiment
is necessary for managing structure may depend on the nature
of the discussions. We speculate that the keys lie in attention
and compliance, especially when the agent suggests actions
that are contrary to the individuals’ current engagement. In our
study, participants were generally in agreement with the agent-
provided structure regardless of the embodiment—possibly
because it was a laboratory experiment. The issue of whether
embodiment, especially with enhanced presence and perceived
social intelligence, could improve compliance with structure
management in the long run merits future research. Mean-
while, given that embodiment can potentially cause distraction,
an un-embodied agent might be a better choice in some situa-
tions, such as in high-stakes decisions where both cognitive
demand and motivation for decision success are high.

We also noticed a tension between the needs for enforcing
structure and some participants’ subjective resistance. While
some participants praised the agent’s effect on “keeping us
on track” and “making efficient decisions”, a few commented
on the agent being “pushy”,“interruptive”, and “a little frus-
trating”. Resolving such a tension is a critical challenge in
designing meeting facilitation agents. While we found em-
bodiment could potentially increase a sense of power, we
emphasize that the non-verbal modalities may be leveraged
to better exhibit social intelligence such as expressing rapport
and empathy, which can potentially ease the enforcement.

Affective and social catalyst: Some participants appreciated
the facilitation agent as an “ice breaker” in the beginning
of the meeting to reduce the social awkwardness between
attendees. Several groups also suggested how an agent can
bring “additional help” for overcoming expression barriers,
especially for those less confident or experienced. For exam-
ple, P21 in group 11 (voice) suggested: “If I was a novice, I
tended to be a little more fearful about sharing my opinion like
the time I suggested okay let’s go back to candidate two...these
are types of projections that I would expect an agent to do.”
This points to a future functional focus for group facilitation
agents—to proactively mediate tensions among group mem-
bers. We suggest that embodiment may help in several ways.
The improvement in social perception such as rapport may
bring affective benefits. The enhanced social presence may

create a stronger sense of involvement to play an active social
role in the group interactions. Moreover, the additional modal-
ities such as movement and facial expression can create more
triggers for affective and social responses. Future research
may explore these possibilities.

Information source: Currently, CASSY provides very lim-
ited information support, such as stating how much time is left,
or suggesting another criterion to consider. However, many
participants expressed strong desire for group facilitation agent
to provide informational support, upgrading the agent from
a Level1 GDDS to Level2 [19]. Examples of desired func-
tions include answering questions, providing reminders of the
status of the decision, looking up information (e.g. defini-
tions of terms), presenting evidence in a helpful format (e.g. a
comparison table), and even providing rationale suggestions.

Moving forward, group facilitation agents providing informa-
tional or reasoning decision support may benefit from embodi-
ment, for its exhibition of task oriented capabilities, perceived
trustworthiness and invitation for interactivity. The advantage
for interactivity is especially important, because information
support should not solely rely on agent initiated conversations.
Also, in a conversational form, decision support should be
precise for users’ information needs, so the agent may have
to frequently engage in communication processes involving
turn-taking, clarification, repair, etc. Embodiment has known
benefits for these interactional functions [10].

DISCUSSION
Facilitating a group meeting often requires "standing apart",
taking a neutral role and avoiding the effects of organizational
and personal relationships on the task. Humans can find these
difficult to do. Furthermore, a small group may not wish to
lose the contributions of a human member just so he/she can
facilitate. These challenges in group facilitation, as well as
advances in AI and conversational agents, motivated us to
study how a CA can play the role of a facilitator in a group.
A facilitation agent can also ensure that the same protocol
to be carried out across meetings, leading to great consis-
tency, and preventing unwanted tensions. In the following
paragraphs, we discuss how our results—particularly our find-
ings demonstrating the potential of CAs for group facilitation
tasks—relate to prior work and point to design implications
and future directions.

On group facilitation agent design
Our study showed positive influence of embodiment on how
users perceive and respond to a conversational agent in a group
context. Our qualitative results echoed previous work that the
embodiment can improve user perceptions of: 1) the agent’s
social-interactional intelligence, as the non-verbal modalities
make the interactions more intuitive and enjoyable; and 2) the
agent’s task capabilities, as signaled by a humanoid “face”.
We discuss some possible designs to further enhance these two
aspects, specifically for group facilitation agents.

In our design of embodied agents, and in many previous stud-
ies (e.g., [5]), one key area explored is how to exhibit social
intelligence through floor management (turn-taking) behaviors
such as active listening, hinting at interaction intentions, and
facial expressions of confusion, etc. Floor management is even



more important and challenging in a multi-party setting, as
the interaction dynamics become more complex. Besides the
technical challenges in sensing the best timing, we suggest con-
sidering designs of agent behaviors for different floor-taking
contexts. For example, in handling interruptions, the agent
may first need to display cues that it is about to talk, and fol-
low a protocol to handle the interruptions (e.g. immediate
stop [12], lower the volume). Other contexts of floor-taking in
groups include sensing disengagement, sensing confusion, and
sensing conflicts. The agent can resort to learning from ver-
bal and non-verbal behaviors of human facilitators to actively
reengage, clarify and mediate the groups.

Moreover, for a group facilitation agent, it is important to con-
sider how to enforce structures in a “socially appropriate” way.
This requires the agent to 1) be context aware (e.g. decision
status, members expertise), 2) be socially aware (e.g., group
relations, power dynamics, individual preferences) and 3) ex-
hibit behaviors that conform to the social norms. The last part
can benefit from careful design of embodied modalities. For
example, an agent that is able to convey rapport and empathy
may be better received when soliciting compliance.

Enhancements in user perception of the agent’s task oriented
capabilities can improve both structure management and in-
formational support. For example, a facilitation agent that
appears “confident” may be more effective in having users fol-
low its instructions. Therefore, having a persona that fits the
task (i.e. professional), and consistently exhibiting it through
visual portrayal, talking style and other non-verbal behaviors,
should be fundamental considerations for the design of a CA’s
embodiment. It is also important to avoid creating unrealistic
expectations that arise from agents’ embodiments. The well
known problems of “Uncanny Valley” and “unclear affordance”
of CAs suggest that a highly lifelike humanoid appearance may
risk eliciting negative emotional responses [41], and creating
a mismatch between user expectations and system capabili-
ties [33]. Our results also suggest that embodiment may invite
proactive interactions that the system is not equipped to re-
spond to and lead to user frustration. Future research should
explore the calibration of different embodiment designs and
the levels of intelligence perception they evoke.

On being present
Another unique finding from our study on the benefit of embod-
iment is enhanced presence. Its implications merit particular
consideration for introducing CAs into collaborative roles.
As some of our participants said, embodiment may create a
perceptual difference between having an additional member
“participating in the conversation” versus a machine “in the
background”. In addition to benefit from social effect such
as rapport and persuasion, two additional areas of potential
benefits are attention and influence on group dynamics. In
some group contexts, a CA may have more reasons to com-
pete for users’ attention against other team members and the
collaborative tasks at hand. For this reason, embodiment may
be a preferred design. For example, besides a group facilitator,
CAs can also play a teammate or a group tutor. The latter
categories may have even higher requirement for continuous
user attention and engagement, and can potentially benefit
more from embodiment designs.

Our exploratory analysis showed evidence of more balanced
group dynamics with an embodied agent. The phenomenon
could be caused by “social influence” created by an agent con-
tinuously “being there”, and could also be attributed to more
positive affect when interacting with the embodied agent. The
underlying mechanism calls for future research. Understand-
ing how the presence of an agent (embodied or not) exerts
influence on group dynamics is an area worth investigation,
and may have profound implications for developing CAs for
collaborative tasks. Studies should look beyond synchronous
collocated collaborations. For example, CAs for group chat
are becoming popular applications (e.g., Slack bot). It would
be interesting to study how they influence group dynamics and
change how members collaborate with each other.
Limitations
We acknowledge several limitations of the study: 1) we could
only conjecture about some of the causalities for the agent’s ef-
fect on group processes. The validation awaits future research.
2) The “hiring decision” experimental task may impact effects
we observed. For example, the lack of effects on consensus
shift could have resulted from lacking real-life accountability.
Future research should explore more realistic decisions. We
also observed very few instances of ignoring or disobeying the
agent’s instructions. Whether these effects still hold in the long
run is arguable. 3) As a lab study, we controlled for factors
that could impact how groups react to a facilitation agent, for
example, the number of participants and power dynamics. Our
study may also be limited by the selected demographics (enter-
prise employees, relative young) even though they should be
the main targeted user group of the system. We acknowledge
that the setup may have not observed certain group phenomena.
We hope future research explore how embodiment interacts
with different individual, social and cultural factors.
Conclusion
We revisited the longstanding debate on the necessity of em-
bodiment for conversational agents in a new context–group
facilitation. Consistent with previous work, we showed that
the embodiment improved various dimensions of subjective
perceptions of the agent, but its effect on the objective task
performance was less evident. However, in the group context,
we found evidence that the embodiment had positive influence
on group dynamics and invited more pro-active interactions.
Our qualitative results suggested these phenomenon could
be potentially explained by an enhanced social presence of a
agent continuously “being there”, more intuitive and pleasant
interactions with multi-modalities, and higher task capabilities
attributed to the more lifelike visual character. Although the
cost of developing additional modalities does not always jus-
tify the benefit of embodiment, we suggest that embodiment
is a valuable feature for CAs in collaborative contexts, espe-
cially when social influence such as rapport, trust and power
is beneficial for the task, when the agent activities require con-
tinuous user attention, and when it involves collaboration and
mixed-initiative interactions between human and the agent.
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